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Abstract— This paper illustrates the use of the Sofvare
Configurable Processor Array (SCPA) of Stretch Inc. for
accelerating the compute-intensive application of mitiple audio
decoding. It discusses the implementation of four @y Vorbis
decoders on the SCPA. Vorbis is an open-source, myy-free
audio codec and the Ogg is a free container formébr holding the
encoded data. The SCPA is a processor array systetoilt by
inter-connecting the software configurable processe (SCP) of
Stretch Inc. The unique feature of the SCP is thathe compute
intensive part of the application code can be runmthe on-chip
hardware known as ISEF (Instruction Set Extension Bbric). The
computational cost analysis of the Ogg Vorbis deced identified
the inverse modified discrete cosine transform (IMIZT) as the
most computationally expensive part. We implementedthe
IMDCT on the ISEF, thereby speeding up the decodingrocess.
The SCPA run time environment is utilized to simulaneously
decode four encoded bit streams on the four process. The PCle
interface on the SCPA is used to connect to a hosgersonal
computer (PC) for the transfer of encoded and decastl audio
data.

Index Terms—Software Configurable Processor; Instruction Set
Extension Fabric; Ogg Vorbis Tremor Decoder; Modified Discrete
Cosine Transform;

[. INTRODUCTION

Vorbis is the open-source audio codec by xighamd Ogg
is the container format to hold the encoded dafa Qigg
Vorbis is a fully open, royalty-free, patent-freeud@o

The open source nature of the Ogg Vorbis codempted
many decoder implementations in the past, suchesite on
C-based hardware [2] and System-on-a-Chip [3]hig paper
we report the implementation on an array of soféwar
configurable processor. We show that the computsgive
part of the decoder can be run on the on-chip harelwo
accelerate its execution. The multiple processorthé array
are exploited to decode multiple music files simnétously.

[1. S6000ARCHITECTURE

The software configurable processor (SCP) oétéitr Inc.,
has been shown to have high performance/price amd |
silicon area/performance ratios, making it a dédira
processor for compute-intensive applications [4le BCP has
a core made up of Tensilica LX, which is VLIW RISC
architecture. The architecture of the S6000 farafy\SCP is
shown in Fig.1. The heart of the processor is spieeid to do
multiple arithmetic and logic operations in paralénd is
called the Instruction Specific Extension FabrisEF). It is a
reconfigurable piece of hardware embedded in tlegasor
chip and is made up of 64 multiplication units eaapable of
8x16bit multiplication, 4096 arithmetic units andikB of
embedded RAM. An application with high computatioload
can offload those computations on to the ISEF telkecate
their execution. Typical examples of intensive catagional
algorithm are motion estimation in video codinggnsform
and filter operations in audio coding. In a typieglplication
development flow, the user can identify the comfiomelly

compression format for high quality audio (samplingyensive parts of the program by profiling the lgation

frequency 44.1 to 48.0KHz, 16 bits/sample, polypbpat bit
rates ranging from 16 to 128Kbps/channel.

Vorbis is a frequency domain audio compressiahngue
based on the modified discrete cosine transform QWP In
the encoder, the audio data is segmented into ®larfk
appropriate size in accordance with the psycho-stoal
details of the data. The MDCT is applied to thensegted
data and transformed to frequency domain. The foaned
audio is modeled as dot product of a baseline ggadtnown
as floor and finer spectrum known as residue. Tuticadata
thus represented by the floor and residue, is esttagsing
entropy coding and vector quantization (VQ). Theatkng
process runs the same sequence of operationsdrsesgrder.

code. The Stretch design tools enable the useotbthese
high-processor-cycle-consuming parts of the apfiinacode
onto the ISEF, by writing them as Stretch extengiorctions
in C/C++ language. The use of high-level languagerogram
algorithms running on ISEF shortens the design .tiffiee
Stretch extension functions thus coded are seedhéb$CP as
extension instructions (El) and are interleaved thie regular
instruction schedule of the application. The opdsamare
passed to the ISEF through the wide register filelSEF
RAM. The execution of the El in the ISEF with ittherent
parallel processing feature accelerates the runmihghe
application. The relative ease, with which compatensive
code can be converted into custom-made processioudtion
running on the on-chip hardware, makes the SCP suited
for processing of audio, video and multimedia data.
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Fig. 1 The S6000 Family Architecture

In addition, each S6000 member includes extemehory
support with a DDR2-667 SDRAM controller with 16~ 82-
bit interface and an enhanced generic interface(GUB) for
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Fig .2 Device Connections in SCPA

Processor Array also provides an emulation modethe
host platform. An application using SCPA can beltbas a
native executable for the host platform, using ¢meulation
libraries. This aids development and debugging.

The software tools developed by Stretch Indgwaleasy
implementation of a parallel-computable projectiom SCPA.
All the tools are accessible from the Stretch Iraesd

FLASH and other memory mapped peripherals. On-chipevelopment Environment and a multi-processor appitn

memory sub-systems include instruction and datdesaas
well as a 64-kbyte block of SRAM. The 40 DMA corlkeos
facilitate moving data on and off the devices witinimal
processor interaction. The S6100 family memberuihes a
four-lane PCle interface. Other integrated periplseinclude
triple speed Ethernet MAC, two multichannel Int&€-$ound
(12S) interfaces, two-wire interface (TWI), seripéripheral
interface (SPI), two UARTS, and general purpose(BPI0).

[ll. SOFTWARE GONFIGURABLE PROCESSORARRAY (SCPA)

The SCPA system comprises four interconnectedtivae
Configurable Processors as shown in Fig. 2. The 8&&Pon-
chip array interface module ports for connecting otter
SCPs. These ports do not need any additional glgie bnd
transfer data at the rate of 1.2GB/sec in one tiec The
network interface and switch are built in the psswe for fast
routing of data. Each PE has a local DDR memorginé
128MB and DMA allows speedy data transfer betwesrall
memories of different PEs. The system is housed &voard
of compact form-factor and can be inserted intoRk&e slot
of a computer.

All Stretch devices residing in a Processor yrngtwork
share the same memory map and can collaboratesks fBhe
topology of the network for a particular applicatias
described within the development tools suite by meeaf a
simple text file. The described network of devices
programmed as if it were a single compute resoukcgingle
executable is then developed for the network ankpat time,

can be built, debugged and profiled conveniently.

The SCPA run-time environment is structured fm-
operative multi-processing, where multiple tasks lsa run on
multiple PEs simultaneously. The run-time environtrigas a
rich set of Application Programming Interfaces (ARIr task
creation and management; inter-processor
communication; and processor-memory management.

Processor Array API does not support preemptiviestasid
context switching is deterministically controlleg the tasks
themselves. A simple round robin, single-prioritsheduler
switches tasks in and out of execution, and taskg Imock on
several conditions without wasting CPU time.

SCPA supports an efficient block transfer me@@ran
through what are known as channels and a flexibhalls
message-passing mechanism through messages. Message
be used to send parameters no more than 16 byteagam
processors, while data of larger size are commtetdca
between processors using channels. A channel redus set
up before transmitting any data on it.

the master allocates tasks within the network mesnbe

according to the distribution assigned by the desig

and PCle



IV. OGGVORBISAUDIO DECODER

We implemented the fixed-point Ogg Vorbis degotikted
Tremor on the SCPA. Tremor is available in the ditiis
library from the xiph.org, which is ported to th€RBA, so that

future changes can be easily incorporated. The drem

decoder is mainly made up of two functions: codeset-up
and teardown. The first function sets up the deaugne by
constructing the information, comments and VQ tdfden the
first three headers of the encoded bitstream. Témorsl
function reads the encoded audio packets recuysisad
extracts the floor and residue values. The invensalified
discrete transform (IMDCT) of the dot product oé tiioor and
residue values reconstruct the PCM audio sampleshé
SCPA port, the reading of the encoded data is @thfigm
file I/O to memory I/O. The malloc functions in tleiginal
code were modified to allocate memory on each PEhén
SCPA system. As Stretch SCP is a little endian gssar, the
application code was made to run in that mode.

The IMDCT is the most processor cycle consunuag of
the Tremor decoder [2, 3]. A fast algorithm for qarting
IMDCT is proposed in [5], by decomposing it as anber of
butterfly computations. We wrote an ISEF functiendo a
butterfly computation, each butterfly accomplishirfgur
multiplications of four 32-bit arguments. These FShiutterfly
implementations were plugged into the original IMD€ode.
The operands for the butterflies were packed ih® wide
registers and passed to the ISEF. It was seenthalSEF
pipeline consumes 20 cycles before the butterflydpct is
made available. As this latency is unacceptabl&erént
butterflies working on independent sets of dataevigentified.
Such butterfly computations were scheduled on tBEFI
continuously and this is known as loop unrollingftef
appropriate loop unrolling and handling of the dtteough

wide register file, the ISEF-based IMDCT showed 34%

reduction in compute cycles, when run on the SCRAarB.
This result is comparable to those implementatiepsrted in

[2, 3]. The ISEF implemented IMDCT used 768 arittime

units out of 4096 and 4096 multiplication units 068192.

The SCPA system we used is made up of four Softw

Configurable Processors (Processing Elements, R}

interconnections between them. The SCPA uses thie P

interface to communicate with the external worldhdst PC
connected to the other end of the PCle sends farbis-
encoded music data to the SCPA Board. The Tremooobe
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Fig. 3 Decoding of Ogg Vorbis Data on SCPA

V. RESULTS

Four Ogg Vorbis encoded stereo music files vekreoded,
each PE decoding one file. The music files weréo 46
minutes in duration, of average size 4.2MB andrtbhdirate
ranged between 115Kbps and 128Kbps. The decodid da
size ranged between 40MB and 53MB. The decodedcmusi
files were played back in the PCM format and werenfl to
match exactly with the original Ogg Vorbis encodeudsic.

The proposed decoder system decoded a 302 setmmgl
music file (44.1 KHz, 115Kbps) in 119 seconds, whihe
non-ISEF based decoder system took 149 secondsmiibie
was stereo with two channels and each decoded R@ils
per channel was 16 bits wide. The decoding time lban
further reduced by storing the encoded and decaddib data
in the dataram (dual port RAM) of each PE, insteadhe

DR memory. This would reduce the processor cyctexied
0 read and store the data, thereby improving gréopmance
of the decoder.

engine is programmed as a task to read and dedule t

encoded data. The SCPA run-time environment inisti@stthe
decoder engine task on all the four PEs, each &dileg one
of the four music data. The decoding task runs k&maously
on all the PEs, as the encoded data are mutualgpendent.
Initially, multiple DMA operations on the PCle busove the
encoded data from the host PC to individual PEterAdll the
PEs receives data, the decoding begins. Once teluhg is
complete, multiple DMA transfers move decoded daban

the PEs to the host PC. The block diagram of tlepgsed
decoder system and the flowchart of the progransgien are
shown in figures 3 and 4.
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Fig. 4 Ogg Vorbis Decoder Flow in SCPA

VI. CONCLUSION

The details of implementation of four Ogg Vorliscoders
on the SCPA platform, for decoding four music filesre
presented. The original decoder was profiled tontifie
compute-intensive parts. The highest compute-intengart,
namely the IMDCT was programmed to run on the ISHte
operands for the ISEF were transferred through wedgsters.
The proposed IMDCT computation accelerated the diego
by 34%. Storing the data in the on-chip RAM cantHfer
enhance the acceleration factor. It was shown that
proposed system can simultaneously decode mukipéams
of Ogg Vorbis encoded data in real time.
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